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ABSTRACT

High-resolution (HR) seismic data are crucial for accurately
identifying subsurface geologic formations and reservoir prop-
erties. However, as widely observed in prestack and poststack
data, seismic wave attenuation often leads to a gradual decrease
in resolution with depth. This degradation leads to resolution
differences between data from shallow and deep layers, charac-
terized by high-frequency energy loss in deeper target layers.
The latter could complicate the extraction of crucial deep-layer
structure information, leading to increased uncertainty in reser-
voir modeling and significant economic losses due to our inabil-
ity to image deep targets with sufficient resolution. Traditional
methods with simplified assumptions about this nonlinear at-
tenuation hinder modeling geologic complexity and variability.
Deep-learning methods excel at capturing complex, nonlinear
relationships but often rely heavily on scarce and costly paired
labels for supervised learning. As a result, deep learning without

requiring paired labels for seismic resolution enhancement has
become a key research focus. This study explores a method to
enhance 3D seismic data resolution using weakly supervised
learning, leveraging the inherent similarity of sedimentary struc-
tures across depths. Specifically, our approach uses a relatively
shallow, HR data window to transfer and extrapolate learned
high-frequency information to a deeper window containing
attenuated responses from deeper layers. Thereby, we achieve
enhanced resolution in the target region. A tailored 3D convolu-
tional neural network with a bidirectional cycle structure, cus-
tom-designed loss functions, and data preprocessing techniques
specifically addresses the challenge of resolution differences
caused by seismic wave attenuation. The effectiveness of our
method is validated with synthetic and real 3D poststack migra-
tion data, demonstrating its robustness for regions near the target
layer. Compared with conventional spectral whitening, our ap-
proach leverages intrinsic data characteristics more adaptively
and robustly, making geologic structures more discernible.

INTRODUCTION

Exploration seismic data plays a pivotal role in uncovering cru-
cial geologic features, such as stratigraphic structures, underlying
strata, and fault information (Bagheri et al., 2017; Bagheri and
Riahi, 2018; KhodAgholi and BAgheri, 2020). However, the seis-
mic data acquired often undergo significant resolution degradation,
particularly in the high-frequency range. This degradation primarily
stems from absorption phenomena within geologic layers, leading

to the dissipation of seismic wave energy, thus resulting in widened
waveforms and diminished resolution. Given the indispensable
nature of high-resolution (HR) seismic data sets for precise geologic
interpretations, extensive research has been devoted to enhancing
seismic data resolution.
Conventional approaches for enhancing seismic data resolution

encompass deconvolution (Wiggins, 1978; Taylor et al., 1979; Levy
and Fullagar, 1981; Sacchi, 1997; Velis, 2008; Gholami and Sacchi,
2013; Sui and Ma, 2020; Zhang et al., 2022), spectral blueing

Manuscript received by the Editor 17 July 2024; revised manuscript received 8 January 2025; published ahead of production 28 January 2025.
1Xi’an Jiaotong University, School of Information and Communications Engineering, Xi’an, China and University of Alberta, Department of Physics, Alberta,

Canada. E-mail: 409791715@qq.com.
2Xi’an Jiaotong University, School of Information and Communications Engineering, Xi’an, China. E-mail: 13186150985@163.com; xkwang@xjtu.edu.cn;

wencchen@xjtu.edu.cn (corresponding author).
3University of Alberta, Department of Physics, Alberta, Canada. E-mail: msacchi@ualberta.ca.
4National Engineering Laboratory of Low-Permeability Oil & Gas Exploration and Development, Xi’an, China and PetroChina Changqing Oilfield Company,

Exploration and Development Research Institute, Xi’an, China. E-mail: dghong_cq@petrochina.com.cn; zmb_cq@petrochina.com.cn.
© 2025 Society of Exploration Geophysicists. All rights reserved.

1

GEOPHYSICS, VOL. 90, NO. 3 (MAY-JUNE 2025); P. 1–17, 25 FIGS., 1 TABLE.
10.1190/GEO2024-0502.1



(Lancaster and Whitcombe, 2000; Kazemeini et al., 2010), and in-
verse Q filtering (Wang, 2006; Xue et al., 2019; Ke et al., 2023).
These methods, which rely on predefined assumptions, have
boosted seismic data resolution and are widely used within the in-
dustry. However, their effectiveness is constrained by the limitations
of handcrafted priors, hindering further advancements in resolution
enhancement. The absence of an active pursuit of data-driven prior
knowledge derived from HR seismic data poses a significant chal-
lenge to overcome these limitations.
The advent of deep learning has revitalized data-driven approaches

for enhancing seismic data resolution (Kaur et al., 2020; Yu and
Ma, 2021; Liu et al., 2022, 2024; Wu et al., 2024; Zhang et al.,
2024). Using an end-to-end training strategy, neural networks can
autonomously extract prior knowledge from HR data, improving
resolution more effectively and flexibly than conventional methods.
Moreover, deep networks excel at capturing complex, nonlinear fea-
tures, aligning well with the nonlinear attenuation process of seismic
data. Notably, in the field of image superresolution, numerous
classical networks (Dong et al., 2015; Kim et al., 2016a, 2016b;
Mao et al., 2016; Lai et al., 2017; Ledig et al., 2017; Tong et al.,
2017; Liang et al., 2021) have demonstrated remarkable success,
underscoring the potential of deep learning for enhancing seismic data
resolution. This rapid progress has spurred growing academic interest
in deep-learning-based seismic data resolution enhancement over the
past years. Choi et al. (2019) use a convolutional U-Net architecture to
enhance seismic data vertical resolution, proving its efficacy in thin
bed resolution. Chen et al. (2019) propose an iterative deep neural
network for HR seismic inversion, enabling simultaneous wavelet
and reflectivity estimation. Generative adversarial networks (GANs)
are renowned for their ability to simulate data distributions. This
capability is crucial for generating plausible HR details in image
superresolution tasks. Inspired by this, Zhang et al. (2019) implement
a GAN to enhance the resolution of seismic data, producing more
subtle and continuous reflections than traditional methods. To address
noisy seismic data, Li et al. (2021) develop a deep network that si-
multaneously enhances resolution and performs seismic denoising.
Chen et al. (2021) design an optimization-inspired deep-learning in-
version solver that accelerates the solution of blind HR inverse prob-
lems, enhancing network interpretability and demystifying the black-
box nature of deep-learning models.
Research on deep-learning-based seismic resolution enhance-

ment has focused on supervised deep learning, which relies on
paired low-resolution (LR) and HR data. Specifically, these super-
vised approaches require HR labels that precisely correspond to LR
data. However, in real-world scenarios, data pairs for training are
not available. One could obtain HR labels via forward modeling.
Still, this approach requires an accurate understanding of the geo-
logic information in the study area.
Recent advances in weakly supervised learning (Jiang et al.,

2021; Wei et al., 2021) offer promising solutions for signal enhance-
ment tasks using unpaired LR-HR data. As a prominent deep-learn-
ing algorithm, GANs have demonstrated remarkable effectiveness
in addressing weakly supervised learning problems (Ignatov et al.,
2018; Li et al., 2018, 2020; Wang et al., 2020a, 2020b, 2021).
Unlike supervised GANs, weakly supervised GANs overcome
the need for paired labels, effectively tackling the scarcity of strictly
matched samples in a real-world situation. Weakly supervised
GANs typically incorporate an additional reverse generator, creat-
ing a Cycle-in-Cycle network architecture. This architecture has

been successfully applied to image-to-image translation algorithms
using weakly supervised learning, with notable examples such as
CycleGANs (Zhu et al., 2017), DiscoGANs (Kim et al., 2017),
and DualGANs (Yi et al., 2017). In particular, CinCGAN (Yuan
et al., 2018) has demonstrated the feasibility of single image super-
resolution using the Cycle-in-Cycle architecture. The success of
weakly supervised learning in image processing suggests the poten-
tial for enhancing the resolution of seismic data without the need for
LR-HR pairs. A recent study by Liu et al. (2023) demonstrate the
feasibility of weakly supervised learning for seismic data resolution
enhancement. Their improved CinCGAN architecture effectively
recovered high-frequency components from LR seismic data. How-
ever, this work requires the availability of unpaired HR data sets
in proximity to the LR data set. This requirement often proves
challenging, as it is more common to encounter existing data sets
without adjacent HR equivalents. Moreover, due to the inherent
3D structure of poststack seismic data, using a 2D convolutional
network architecture (Liu et al., 2023) is insufficient to comprehen-
sively capture the complexity of the 3D subsurface layers. Using
a 2D slice-wise approach to processing 3D data often results
in discontinuities along the direction perpendicular to the slices.
Alternatively, using 3D convolutional kernels allows more effective
exploration of spatial structure relationships within seismic data
than conventional 2D methods. However, the increased number
of parameters in 3D networks, relative to 2D networks, poses chal-
lenges when solely imposing cycle consistency constraints on LR
during network training. As a result, modifications are necessary to
integrate additional cycle consistency constraints for HR, facilitat-
ing accurate convergence during network training.
Due to seismic absorption or attenuation, the resolution of seis-

mic data decreases with increasing depth, as observed in pre- and
poststack data. This causes resolution degradation between shallow-
and deep-layer data, as shown in Figure 1. Shallower data typically
exhibit higher resolution, providing valuable subsurface informa-
tion. However, deep-layer data, often including target layers, suffer
significant high-frequency loss, leading to reduced resolution.
Acquiring HR seismic data incurs substantial costs and requires
complex processing steps integrating extensive prior knowledge.
Underusing these data sets diminishes their value and leads to
significant economic losses.
Deep and shallow seismic data often reveal similar geologic fea-

tures. The critical question then arises: how can we improve the
resolution of deep-layer target data to match that of shallow-layer
data by leveraging prior knowledge from the latter? To address this,
consider a particular case. Seismic data recorded on sedimentary
formations in the same survey area generally exhibit minimal struc-
tural changes from shallow to deep strata. Typically, these strata
have undergone similar geologic processes, unlike surveys that con-
tain structures, such as rocky mounds or volcanic intrusions in
deeper layers. This similarity suggests that shallow and deep seis-
mic responses have comparable distributions, with attenuation ef-
fects often exhibiting analogous patterns. In fact, the traditional
approach determines attenuation factor Q using the spectral ratio
method, which relies on shallow events to help correct for attenu-
ation at deeper locations (Cheng and Margrave, 2012; Raji and
Rietbrock, 2013). This approach underscores the potential of using
shallow-layer seismic characteristics as proxies for the deeper,
attenuated layers. Given this inherent similarity, it becomes possible
to enhance the vertical resolution of deep-layer seismic responses
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by learning from the distribution of shallow data. The presence of
remarkably similar geologic structural features (e.g., Figure 1a)
makes training a network to enhance resolution a natural option,
as this similarity promotes strong generalization ability.
Accordingly, we introduce a 3D bidirectional CycleGAN

architecture to extract HR features from shallow seismic data
and transfer them to enhance deep, LR target data through weakly
supervised learning. We develop a robust training workflow that
includes carefully designed loss functions and comprehensive data
preprocessing techniques by integrating the latest advancements in
weakly supervised learning with the unique characteristics of 3D
seismic data. These preprocessing steps include data patching and
augmentation techniques, all contributing to stable training. Once
trained with unpaired shallow HR data above the target layer, the
network maps deep LR target seismic features to their shallow HR
counterparts. Experiments with synthetic and field data validate
our approach, demonstrating improved clarity and detail. In addi-
tion, they confirm that the unpaired training strategy alleviates the
need for paired labeled data. Unlike traditional methods, this end-
to-end, data-driven approach adaptively enhances resolution by
learning from inherent data relationships rather than relying on
fixed assumptions. This flexible exploitation of prior knowledge
gives the method broader applicability across varying geologic
settings, unlocking greater potential for HR imaging under diverse
subsurface conditions. Furthermore, our experimental results
confirm that networks imposing bidirectional cycle consistency
constraints on LR and HR data, as opposed to the previously men-
tioned CinCGAN, significantly enhance training stability and
reduce misleading artifacts.

METHODS

This study uses a 3D GAN combined with weakly supervised
learning methods to enhance the resolution of deep seismic data
X using shallow data Y from the same work area. The dimensions
of 3D tensors X and Y are ordered by time t,
crossline x, and inline i. The overall workflow
is shown in Figure 2. The main idea is that deep
data resolution is lower than shallow data in the
same data set, and the enhanced deep data should
exhibit features similar to shallow HR data. To
achieve this, we adopt CycleGAN as our back-
bone and adapt it in three ways: we first intro-
duce a specially designed 3D bidirectional
CycleGAN architecture. Then, we formulate a
novel loss function for weakly supervised learn-
ing, which is used to guide the training process
and preserve useful seismic signal structures.
Last, data preprocessing techniques, such as data
augmentation, address the problem of insuffi-
cient high-quality 3D training data. We achieve
a more stable training process and better results
by improving the network structure and loss
function. Our weakly supervised learning ap-
proach is distinct from traditional classifications
by Zhou (2018). In our approach, all training data
are inaccurately labeled, distinguishing it from
strong supervision, which relies on accurate and
precise labels.

The 3D bidirectional CycleGAN architecture

Bidirectional cycle consistency

The initial CycleGAN had constraints solely with unidirectional
forward cycle consistency (LR→HR→LR) on LR input data (Liu
et al., 2023). This often traps the network model in local minima
and causes instability when handling complex mappings between
LR and HR domains, resulting in HR outputs with misleading
features. In our tasks, this presents challenges in training neural net-
works on data sets with intricate correspondences between shallow
and deep data. To remedy this, we introduce bidirectional cycle
consistency, involving forward (LR→HR→LR) and reverse
(HR→LR→HR) cycles. This adjustment enhances training stability
and allows the network to better understand nuanced connections
across different domains.
As shown in Figure 2, the dual-cycle process uses two generators

(the forward generator GLR2HR and the reverse generator GHR2LR)
and two discriminators (the LR discriminator DLR and the HR dis-
criminator DHR). The generator GLR2HR maps LR data to HR data,
whereas GHR2LR maps HR data to LR data. The discriminators DLR

and DHR determine whether the input data are genuine LR or HR
data, respectively.
Specifically, the forward cycle (X → X 0

HR → X 0 0
LR ≈X ) starts

with the generator GLR2HR, which learns to map deep LR seismic
data to HR data with a similar distribution to shallow HR data. The
input is deep LR seismic data X , and the learning target is the shal-
low HR seismic dataY. The output ofGLR2HR is the HR resultX 0

HR

of the deep data. Following this, the reverse generator GHR2LR sim-
ulates the inverse process of GLR2HR, essentially mapping HR seis-
mic data back to the original LR data domain. Accordingly,X 0

HR is
input into GHR2LR, resulting in an approximate reconstruction X 0 0

LR

of the original LR dataX . By applying consistency constraints toX
and X 0 in the loss function, the reversibility of GLR2HR can be
uniquely ensured. In addition, the HR discriminator DHR is used
to evaluate and refine the performance of GLR2HR. It distinguishes

Figure 1. Resolution comparison between shallow-layer and deep-layer seismic data.
(a) Inline section from real data. The shallow portion (0.6 to 1.6 s) exhibits relatively
high resolution. In contrast, a deep portion (1.9 to 2.9 s) demonstrates lower resolution
due to seismic wave attenuation. (b) Amplitude spectrum comparison between the shal-
low HR data (solid red) and deep LR data (dashed blue).
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between the HR data X 0
HR generated by GLR2HR and the real target

HR data Y, estimating the probability that the generated HR data
matches the target HR data, thereby guiding the training of the gen-

erator and improving robustness. This adversarial training process
forces GLR2HR to synthesize more realistic HR data, ultimately en-
abling it to generate HR data closely related to the target HR data,

achieving a meaningful resolution enhancement
of the LR seismic data. The reverse cycle
(Y → Y 0

LR → Y 0 0
HR ≈Y) mirrors the forward

cycle, swapping shallow and deep data, genera-
tors, and discriminators, constituting the reverse
cycle process. By introducing additional con-
straints, the dual-cycle process significantly en-
hances training stability, reduces artifacts, and
improves the overall quality of the generated
HR seismic data.

Generator architecture

Poststack seismic data are typically 3D,
whereas most convolutional neural networks
(CNNs) used in image processing are 2D. Apply-
ing these conventional networks requires slicing
the 3D seismic data into a series of inline or cross-
line sections at the training and testing stages,
which faces significant limitations. The 2D net-
works, constrained to learning within these sec-
tions, need help to effectively capture the 3D
spatial structure of seismic data. Consequently,
this often leads to discontinuities when investigat-
ing dimensions other than the trained ones. As
shown in Figure 3, training with 2D CNNs on
crossline sections of nearby HR 3D data and out-
putting results in crossline sections maintains high
reflection continuity. However, it exhibits signifi-
cant lateral discontinuity in the inline section,
complicating stratigraphic tracking and fault iden-
tification. This challenge stems from the inherent
limitations of 2D networks, which are insufficient
to capture the 3D spatial coherency.
This challenge is particularly evident in our

tasks. For shallow data layers where the sig-
nal-to-noise ratio (S/N) is relatively high, the out-
put typically retains this high S/N and preserves
the continuity of the original valuable signals.
However, for deeper layers where the S/N is
lower, outputting data by individual sections
may lead to pronounced discontinuities on the
other dimension, exacerbated by significant
differences between adjacent sections.
Intuitively, 3D CNNs are better suited to capture

the features of 3D seismic data, thereby delivering
superior results. Accordingly, we design a 3D
CNN architecture to extract the inherent character-
istics of 3D seismic data. Unlike 2D networks that
process single 2D sections individually, our ap-
proach processes 3D data blocks, better preserving
spatial structure information. The architecture of
our 3D generator is shown in Figure 4. It begins
with an initial convolutional layer, followed by 16
consecutive residual blocks (He et al., 2016). Each
residual block comprises two convolutional layers
and a residual connection, with an overarching

Figure 2. Workflow of bidirectional CycleGAN for enhancing seismic data resolution
through weakly supervised learning. The notation X represents LR data from the deep
layer. The HR version generated by the generator GLR2HR is X 0

HR, and the reversed LR
version generated by the second generatorGHR2LR isX 0 0

LR. Similarly,Y represents rawHR
data from the shallow layer. The LR and HR versions obtained byGHR2LR andGLR2HR are
Y 0

LR andY 0 0
HR, respectively. This workflow illustrates the dual-cycle process of transform-

ing and regenerating between HR and LR seismic data to enhance resolution.

Figure 3. Illustration of discontinuities caused by 2D networks: (a) original crossline
section. The 2D network is trained in this direction. (b) Crossline section results based
on 2D networks, preserving reflection continuity, (c) original inline section, and (d) in-
line section results based on 2D networks showing significant discontinuities.
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skip connection encompassing the entire block group. The hidden
representations generated by the residual blocks are further refined
through additional convolutional layers and finalized with a tanh ac-
tivation function. Key features of our generator include the absence
of pooling layers to prevent the loss of important information, the use
of residual blocks to enhance deep network performance, and the
exclusion of batch normalization (BN) layers. Removing BN layers,
especially in GAN training, helps mitigate artifacts and improve
generalization, enhancing training stability and consistency (Wang
et al., 2020b).

Discriminator architecture

The discriminator’s architecture, as shown in Figure 5, starts with
a 3D convolutional layer. This is followed by a series of five con-
volutional blocks: the first two blocks use 3D convolutions for fea-
ture extraction, whereas the next three switch to 2D convolutions,
aiming to streamline dimensionality and reduce computational de-
mands. Each block integrates a convolutional layer, a BN layer, and
a Leaky ReLU activation function (Maas et al., 2013) with α ¼ 0.2,
accelerating convergence and facilitating stable training. The proc-
essed feature maps then pass through a sigmoid activation function,
which outputs probabilities from zero to one.
Distinctively, this discriminator uses a PatchGAN architecture

(Isola et al., 2017), replacing the traditional fully connected output
layer with a convolutional layer. This adaptation allows the dis-
criminator to focus on localized features, which is particularly ben-
eficial for enhancing HR details in seismic data. This strategic
modification also reduces the model parameter count, promoting
quicker convergence and yielding higher resolution and precision
outputs.
Furthermore, the generator and discriminator architectures are

mirrored in the forward and reverse cycles but their parameters
are updated independently. This symmetry ensures a unified learn-
ing process across both translating directions, eliminating the need
for separate adjustments of training hyperparameters. Such a setup
boosts overall model efficiency and efficacy, ensuring stable revers-
ibility performance regardless of resolution en-
hancement directionality.

Loss functions

Our proposed loss function comprises two
components: generator loss and discriminator
loss. The generator loss focuses on accurately re-
constructing seismic images. In contrast, the dis-
criminator loss ensures that the generated images
are indistinguishable from real seismic data. These
components work together to optimize the net-
work performance, enhancing the reliability of
seismic resolution enhancement processing.

Generator loss

The forward and reverse generators share the
same network architecture and use the same loss
function. The generator loss LGen comprises four
components: adversarial loss LGAN, cycle consis-
tency loss Lcyc, identity loss Lidt, and total varia-
tion loss LTV, as follows:

LGen ¼ w1LGAN þ w2Lcyc þ w3Lidt þ w4LTV; (1)

where w1, w2, w3, and w4 represent the trade-off weights assigned to
each loss function component. Ideally, the individual contributions
of these four loss functions to the overall loss should be cooperative,
collectively enhancing seismic resolution. However, determining
the best option is problematic. In our examples, these weights
are initially determined through experiments on synthetic data to
select appropriate values. They are then applied to field data.
The robustness of our hyperparameter settings eliminates laborious
parameter selection.
The adversarial loss attempts that the outputs of GLR2HR and

GHR2LR effectively deceive their corresponding discriminators,
DHR and DLR. Specifically, the smaller the adversarial loss, the
more convincingly DHR recognizes XHR as genuine HR data. This
loss function gradually drives the generated data toward the desired
resolution. We use the negative log-likelihood (Goodfellow et al.,
2020) as the adversarial loss, defined as

LGAN ¼ −
1

N

XN
i¼1

ðlogðDHRðGLR2HRðX iÞÞÞ

þ logðDLRðGHR2LRðYiÞÞÞÞ: (2)

Here, fX i;YigNi¼1 represents the data set used during a training
epoch, where N is the total number of samples processed.
The cycle consistency loss is designed to ensure the reversibility

of the forward and reverse generators, thereby maintaining data con-
sistency. It helps to address the nonuniqueness problem of seismic
resolution enhancement and improve the realism of the generated
data. The cycle consistency loss is defined as follows:

Lcyc ¼
1

N

�XN
i¼1

kGHR2LRðGLR2HRðX iÞÞ −X ik1

þ
XN
i¼1

kGLR2HRðGHR2LRðYiÞÞ −Yik1
�
: (3)

Figure 4. Generator architecture.

Figure 5. Discriminator architecture.
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Identity loss is commonly used in image transformation models
to preserve key image characteristics, such as color consistency, tex-
ture details, and structural integrity (Zhu et al., 2017). For seismic
resolution enhancement, we modify the input of identity loss to
retain key seismic characteristics and produce more accurate and
realistic results. Specifically, the HR data Y is degraded through
low-pass filtering to obtain the corresponding degraded data Ȳi,
which is then fed into the forward generator to produce HR
data GLR2HRðȲiÞ. By maintaining the identity between Y and
GLR2HRðȲiÞ, the forward generator GLR2HR is constrained. Simi-
larly, the HR data Y is fed into the reverse generator to obtain
LR data GHR2LRðYiÞ, and by maintaining the identity between
Ȳ and GLR2HRðYiÞ, the reverse generator GHR2LR is constrained
to ensure stable resolution improvement.
Notably, this degradation process is also crucial to help the forward

generator learn an effective mapping from LR to HR data. However,
this mapping might differ from the actual LR-HR mapping since real
LR data are not just a low-pass filtered version of HR data. Despite
this, the degradation process helps the generator capture the key
elements necessary for generating HR data. In addition, since the gen-
erator is subject to multiple constraints, its final output is collabora-
tively improved by all constraints, contributing jointly to successful
resolution enhancement.
Recent research indicates that using a combined approach of L1

loss and multiscale structural similarity (MS-SSIM) loss LMS-SSIM

can yield better image restoration results (Zhao et al., 2017). Fol-
lowing this, the definition of the identity loss used in this study is

Lidt¼
1

N

XN
i¼1

ðL1ðGLR2HRðȲiÞ;YiÞþLMS-SSIMðGLR2HRðȲiÞ;YiÞ

þL1ðGHR2LRðYiÞ;ȲiÞþLMS-SSIMðGHR2LRðYiÞ;ȲiÞÞ; (4)

where the L1 loss measures the difference between two seismic
cubes. Given two 3D seismic dataU andV, the L1 loss is calculated
as

L1ðU;VÞ ¼ kU − Vk1: (5)

The MS-SSIM loss is an image quality assessment method sen-
sitive to local structural variations (Wang et al., 2003). The term
“multiscale” refers to applying a low-pass filter sequentially fol-
lowed by a twofold downsampling of the image. Given 2D seismic
sections U and V, the formula for MS-SSIM is determined over all
M scales as follows:

MS−SSIMðU;VÞ¼½lMðU;VÞ�αM ·
YM
j¼1

½cjðU;VÞ�βj ½sjðU;VÞ�γj ;

(6)

where ljðU;VÞ, cjðU;VÞ, and sjðU;VÞ represent the similarities
of U and V in luminance, contrast, and structure at scale j, respec-
tively. Their corresponding weights are αj, βj, and γj. The respec-
tive definitions are

lðU;VÞ ¼ 2μUμV þ c1
μ2U þ μ2V þ c1

; (7a)

cðU;VÞ ¼ 2σUV þ c2
σ2U þ σ2V þ c2

; (7b)

sðU;VÞ ¼ σUV þ c3
σUσV þ c3

; (7c)

where μ and σ indicate the mean and standard deviation, respec-
tively. Constants c1, c2, and c3 help stabilize calculations and pre-
vent division errors. Since the calculation is based on 2D data, we
extract 2D seismic sections with time and larger spatial dimensions
(either inline or crossline) from 3D data to accommodate this loss. A
larger spatial dimension optimizes our ability to capture intricate
subsurface geologic features and enhances measurement accuracy.
Specifically, when the crossline length is larger than the inline, we
apply the following formula:

LMS−SSIMðU;VÞ ¼ 1 −MS − SSIMðU∶;∶;i;V∶;∶;iÞ; (8)

where U∶;∶;i and V∶;∶;i represent randomly selected inline 2D sec-
tions from the 3D data setsU andV, respectively, with i indicating a
randomly chosen inline index. In contrast, when the inline length
exceeds the crossline length, the analysis shifts to crossline sections
U∶;x;∶ and V∶;x;∶, using a randomly chosen crossline index x. This
random selection strategy provides a comprehensive and accurate
evaluation of seismic data tailored specifically to seismic dimen-
sional characteristics.
Furthermore, we introduce total variation loss, which enhances

spatial smoothness by mitigating excessively high gradients during
generator training. For the output dataD from either the forward or
reverse generators, its definition is

LTV ¼ 1

N

XN
i¼1

ðk∇tDk1 þ k∇xDk1 þ k∇iDk1Þ; (9)

where ∇t, ∇x, and ∇i represent the gradients of D across the three
dimensions, respectively. This formulation minimizes noise and ar-
tifacts in the generated seismic data by penalizing these abrupt
changes across different orientations.

Discriminator loss

Building on the fundamental principles of GAN, we use discrim-
inators DHR and DLR to facilitate adversarial training for the gen-
erators GLR2HR and GHR2LR. The discriminators are designed to
output a score of one when assessing real data as authentic and zero
when evaluating generator-generated data. Discriminator loss quan-
tifies the effectiveness of the discriminators in distinguishing genu-
ine data from synthetic outputs. This loss is determined by the
negative log-likelihood as

LDis ¼−
1

N

XN
i¼1

ðlogDHRðYiÞþ logð1−DHRðGLR2HRðX iÞÞÞ

þ logDLRðX iÞþ logð1−DLRðGHR2LRðYiÞÞÞÞ: (10)

By minimizing this loss, the discriminators effectively distin-
guish between real and generated data, enhancing the generator’s
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translation capabilities and ensuring the authenticity of the outputs
against real-world data.

Training data set construction and preprocessing

When using 3D CNNs for seismic resolution enhancement, more
network parameters than 2D networks lead to a surge in graphics
processing unit (GPU) memory consumption. This requires a sys-
tematic approach to partitioning and aggregating 3D data. In addi-
tion, the parameter increase necessitates a larger data set to prevent
overfitting, which is addressed through data set augmentation. Fur-
thermore, uneven energy distribution across reflection layers can
cause training instability. Amplitude balancing is crucial to mitigate
the problem mentioned previously.

Data partitioning and aggregating

To enhance 3D seismic data resolution, we partition the original
data set into fixed-size blocks with a 50% overlap. This overlap
value is based on empirical experience to ensure seamless integra-
tion with affordable computational costs during processing. Each
block is independently processed and reassembled to approximate
the original data dimensions. This approach, while effective, often
introduces discontinuities at the block boundaries, posing signifi-
cant challenges to preserving data integrity across the data set.
To mitigate these discontinuities, we implement an effective win-

dowing aggregation strategy. Before reassembly, each block under-
goes processing through a triangular window function tailored to
smooth transitions between blocks. This window function, shown
in Figure 6, ensures that the sum of the weights at each point equals
one, thus preserving the original data’s amplitude and integrity. Our
subsequent experiments confirm that this technique significantly
improves the overall quality of seismic data by effectively minimiz-
ing boundary artifacts, resulting in a more precise and consistent
representation of geologic features across the data set.

Data augmentation

Due to budget constraints, some exploration data sets are small
scale, exacerbating the challenge of insufficient 3D training data.

Taking training data D with a 3D structure as an example, we
use three data augmentation strategies to address this issue.

1) Flipping inline and crossline spatial dimensions:
Daug

t;x;i ¼ Dt;x 0;i 0 , where x 0 ¼ Nx − x and i 0 ¼ Ni − i. Here,
Ni and Nx represent the lengths of data in inline and crossline
dimensions, respectively. This technique mirrors the data
along these axes, enhancing data set diversity.

2) Swapping inline and crossline spatial dimensions:
Daug

t;x;i ¼ Dt;i;x. Interchanging these axes enhances spatial fea-
ture understanding, crucial for comprehensive model training.

3) Inverting data values:Daug ¼ −D. This technique negates the
data values, adding a layer of complexity by introducing con-
trasts, which can be particularly useful in feature identification.

Here, Daug represents the augmented data, where each augmenta-
tion is randomly performed with equal probability. These strategies
have significantly expanded the training sample size, enabling the net-
work to thoroughly explore seismic features from multiple perspec-
tives. Different data augmentation techniques can be used separately
for input data and learning targets. This offers greater flexibility than
traditional supervised learning methods with paired training samples.

EXAMPLES

This section starts by showcasing the viability of our unpaired
training, illustrated by a 3D synthetic data example. Subsequently,
we assess the efficacy of our proposed network using field data sets.
Furthermore, we validate our methodology by comparing with a
conventional time-varying spectrum whitening method (Bian and
Zhang, 1986).

Synthetic data experiment

Synthetic data construction

We use the open-source Synthoseis model (Merrifield et al.,
2022) to construct synthetic seismic data. This model, featuring
a 3D structure and diverse subsurface scenarios, is particularly suit-
able for evaluating our 3D approach. It generates P-wave velocity
and density models, from which the acoustic impedance is derived.

Figure 6. Illustration of the 3D windowing function applied to data blocks of size 100 × 100 × 100: (a) Weight distributions across the three
dimensions, (b) a 2D cross section at t ¼ 0, and (c) variations at different x values with i ¼ 0.
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Reflection coefficients are then calculated based on impedance con-
trasts between different layers. Finally, they are convolved with
seismic wavelets of varying central frequencies to produce seismic
data at different resolutions. We use a Ricker wavelet (Hosken,
1988; Gholamy and Kreinovich, 2014) for the convolution.
The synthetic seismic data dimensions are 600 × 400 × 400

(time, crossline, and inline, respectively), with a time sampling in-
terval of 1 ms. The spatial sampling intervals are 10 m in the cross-
line and inline directions. To briefly mirror the shallow and deep
segments of actual seismic data, the synthetic data are divided into
two blocks, each of size 300 × 400 × 400 points. The upper block is
convolved with a 45 Hz Ricker wavelet to simulate the shallow part.
In contrast, the lower block uses a 30 Hz wavelet for the deep re-
gion. Figure 7 shows the resulting synthetic seismic data. Figure 8
shows the normalized multitrace amplitude spectra for both sec-
tions. From this, we can clearly distinguish their differences in fre-
quency. Before training, the data undergo min-max normalization to
ensure stable network performance. Using uniform distribution
sampling, shallow and deep synthetic seismic data are segmented
into blocks of 80 × 80 × 11 (or 80 × 11 × 80), serving as input
and label data for the network. This segmentation strategy uses thin,
rectangular prisms with a longer temporal axis, encompassing
multiple wavelet lengths to enhance analytical precision while op-
timizing GPU memory utilization. Following data augmentation,
the prepared data are inputted into the network for training, as
shown in Figure 9.

Training parameter setting

The Adam optimizer (Kingma and Ba, 2014) is used for model
training, configured with parameters β1 ¼ 0.5, β2 ¼ 0.999, and
ε ¼ 10−8. Training samples are randomly extracted from the data
set constructed in the previous section through uniform distribution
sampling. The settings for equation 1 specify w1 ¼ 0.05, w2 ¼ 25,
w3 ¼ 5, and w4 ¼ 2. The initial learning rate of the network is set at
0.0001 and is halved every 10,000 epochs. The input data are proc-
essed in batches of two, culminating in comprehensive 20,000 train-
ing epochs.

Experimental results

After finalizing network training, the deep-layer LR data are
tested. There are typically two critical evaluation metrics for seismic
resolution enhancement: extending the effective signal bandwidth
to enhance high-frequency features while retaining low-frequency

information. Following this rule, our results are evaluated by dis-
playing inline, crossline, and time-slice results and comparing their
normalized multitrace average amplitude spectra. The efficacy and
superiority of the network method are also confirmed by comparing
it with spectral whitening techniques. We also perform ablation ex-
periments to verify the validity of each model component.
Figure 10 shows results at inline 200, showcasing the original LR

and corresponding HR data of the deep layer in Figure 10a and 10b,
respectively. The outcomes of applying spectral whitening and net-
work-based resolution enhancement to the LR data are shown in
Figure 10c and 10d, respectively. These comparisons highlight a
significant enhancement in the deep-layer resolution when proc-
essed by the network, notably enhancing the ability to recognize
critical geologic structures. Fault structures are remarkably well pre-
served, demonstrating high-fidelity structural maintenance during
resolution enhancement. Notably, within the green-boxed area,
the network method sharply contrasts with spectral whitening, as
the latter blurs seismic events and obscures structural details. In
contrast, the network not only preserves the integrity of structural
information but also clearly presents subtle geologic features,
demonstrating its superior resolution enhancement capabilities over
traditional methods.

Figure 7. Examples of synthetic sections. (a) Shallow-layer HR inline section, (b) shallow-layer HR crossline section, (c) deep-layer LR inline
section, and (d) deep-layer LR crossline section.

Figure 8. Normalized multitrace amplitude spectrum for HR and
LR data.
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Figure 11 shows result at crossline 200. The side-by-side com-
parison shown in Figure 11c (results from spectral whitening) and
Figure 11d (results from our method) highlights our method’s per-
formance. Our approach enhances resolution while effectively pre-
serving stratigraphic details, clearly surpassing spectral whitening.
The green box highlights regions where our method exhibits more
distinct stratigraphic sequences, making target layers pronounced
and easily identifiable. In addition, the yellow arrows emphasize
that our technique improves the continuity of events over spectral
whitening, facilitating more accurate horizon tracking.
Figure 12 shows the time-slice results at time ¼ 450 ms. The

comparison between spectral whitening (Figure 12c) and our HR
network method (Figure 12d) underscores our effectiveness. Our
approach not only boosts the resolution of deep-layer data but also
preserves geologic details with greater fidelity than spectral whiten-
ing. Notably, our method demonstrates its superior capability within
the green-boxed area by capturing nuanced seismic structures more
accurately, maintaining structural integrity, and aligning closely
with the HR reference (Figure 12b).
The normalized multitrace amplitude spectra are shown in Fig-

ure 13 to further compare the spectral whitening and our network
method. The original LR data are represented by a solid blue line.
At the same time, the corresponding HR data are shown with a
dashed yellow line. We can observe significant bandwidth

differences. Results from the spectral whitening method are de-
picted as a green dotted line, and the red dash-dotted line indicates
outcomes from the network method. Both methods effectively en-
hance high-frequency energy and expand bandwidth. However, the
network method maintains greater fidelity to the original low-fre-
quency characteristics, particularly below 20 Hz. In contrast, spec-
tral whitening is designed to artificially boost these frequencies
without accurately preserving their original content.

Ablation experiments

To quantitatively evaluate the proposed method, this section
presents an ablation study. We systematically eliminate each loss
component and data augmentation during the training process while
keeping the network architecture and training parameters constant.
This retraining approach allows us to assess the impact of these
strategies by measuring the similarity between network outputs
and the corresponding HR data. In addition, we benchmark these
results against those from spectral whitening using the same HR
data. The Pearson correlation coefficient (PCC) and S/N serve as
evaluation metrics, where higher values indicate a closer resem-
blance between the network outputs and HR data.
As shown in Table 1, data augmentation significantly enhances

network performance, effectively mitigating severe overfitting caused
by 3D training scarcity. In addition, identity loss
Lidt plays a second important role. It strategically
uses degraded data to finely guide the optimiza-
tion of network weights, ensuring the precision
of the training process. The exclusion of any loss
components notably impacts network perfor-
mance, with specific declines in PCC and S/N,
underscoring their individual importance. Com-
pared with conventional spectral whitening, the
network method delivers HR outputs closer to
the intended HR data, confirming its advanced
efficacy.

Field data experiment

Data set preparation

This section demonstrates the effectiveness of
our proposed method using a 3D real seismic
data set. The spatial dimensions consist of 400Figure 9. Schematic diagram of synthetic seismic data preparation.

Figure 10. Inline results (inline ¼ 200) of synthetic seismic data: (a) original deep-layer LR inline section using a 30 Hz wavelet; (b) cor-
responding HR inline section for comparison, using a 45 Hz wavelet; (c) HR inline result achieved through spectral whitening; and (d) HR
inline result obtained using our method. The green boxes highlight areas where our method significantly improves resolution, enabling better
recognition of subtle geologic events compared with spectral whitening.
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inlines and 600 crosslines, with a bin size of 40 m × 20 m, covering
an area of 16 km × 12 km. The time sampling is 2 ms. Figure 1
shows an inline section of the poststack 3D seismic data collected
from Northern China. The shallow portion is selected across
0.6–1.6 s, whereas the deep portion is chosen from a relatively
high S/N region spanning 1.9–2.9 s. After training, the network
is applied to the deep data to enhance resolution. A crossline
example is shown in Figure 14a, and the normalized multitrace am-
plitude spectra of the upper and lower parts are shown in Figure 14b.
The results indicate a significant resolution difference between the
shallow and deep layers, similar to the inline section. Both layers
exhibit stratified sedimentary formations with comparable geologic
characteristics, making them suitable for resolution enhancement
using a weakly supervised network.

Training parameter setting

The Adam optimizer is used for training with parameters set as
β1 ¼ 0.5, β2 ¼ 0.999, and ε ¼ 10−8. Training samples are ran-
domly cropped from areas selected previously using uniform dis-
tribution sampling. The parameters in equation 1 are set as
w1 ¼ 0.05, w2 ¼ 25, w3 ¼ 5, and w4 ¼ 2. The initial learning rate
of our network is 0.0001, which decreases to 0.5 times the initial
learning rate for every 10,000 sample. The batch size of the input
data are two, and the network is trained for 20,000 epochs. By keep-
ing the parameters the same as the previous synthetic data, we can
assess the transferability of our method to other data sets. This en-
sures network performance remains consistent and allows for a

seamless transition to different training environments, avoiding
time-consuming parameter selection.

Experimental results

We evaluate the proposed method using crossline profiles, inline
profiles, time slices, spectral analysis, and well-log tie. A compar-
ative study with the widely implemented traditional time-variant
spectral whitening technique is used to validate the accuracy and
effectiveness of our method.
Figure 15 shows the real data results for inline ¼ 8 km. Fig-

ure 15a shows the original deep LR data distorted by moderate
noise, causing event discontinuities. Figure 15b shows the enhanced

Figure 11. Crossline results (crossline ¼ 200) of synthetic seismic data: (a) original deep-layer LR crossline section using a 30 Hz wavelet;
(b) corresponding HR crossline section for comparison, using a 45 Hz wavelet; (c) HR crossline result achieved through spectral whitening;
and (d) HR crossline result obtained using our method. The green boxes highlight regions where our method exhibits clearer stratigraphic
sequences. At the same time, the yellow arrows point to areas where our approach better enhances event continuity than spectral whitening.

Figure 12. Time-slice results (time ¼ 450 ms) of synthetic seismic data: (a) original deep-layer LR time slice using a 30 Hz wavelet; (b) cor-
responding HR time slice for comparison, using a 45 Hz wavelet; (c) HR result achieved through spectral whitening; and (d) HR result obtained
using our method. The green boxes highlight that our method better captures nuanced seismic structures.

Table 1. Comparison of ablation experiment results for
synthetic seismic data.

Evaluation method PCC S/N (dB)

Our full approach 0.9707 12.377

Spectral whitening 0.9382 9.216

Without LGAN 0.9199 8.117

Without Lcyc 0.9307 8.620

Without Lidt 0.9105 7.668

Without LTV 0.9461 9.622

Without data augmentation 0.8391 5.246
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result after spectral whitening. In contrast, Figure 15c shows the
result from the network. The results indicate a significant enhance-
ment in the resolution of the original seismic data with more
detailed reflections and finer geologic structures. Moreover, we ob-
serve substantial structural similarity between the two methods,
confirming the reliability of our method.
However, notable differences exist between our method and spec-

tral whitening. Although spectral whitening enhances resolution, it
inevitably introduces high-frequency noise, reducing S/N. In con-
trast, our method effectively restores thin events with good continu-
ity, enhancing seismic resolution without sacrificing data fidelity.
The green boxes further underscore our method’s capability to sub-
stantially boost the resolution of weak events, demonstrating its ro-
bustness in revealing subtle geologic formations. This improvement
is attributed to the carefully designed loss function and the bidirec-
tional cycle structure that identifies the intrinsic features of seismic
data. Specifically, despite the low S/N of the shallow HR data being
designated as the target for learning in the forward cycle, high S/N
LR deep data are also targeted in the reverse cycle for training the
generator. This strategic dual targeting enables the generator to en-
hance resolution consistently across varying input noise levels,
boosting network robustness. The high S/N outcomes in HR data
illustrate that this strategy successfully leverages the benefits of
shallow and deep data layers. Accordingly, weakly supervised
learning mirrors visual features and accurately characterizes the
seismic wavefield, leading to superior resolution enhancement.
Figure 16 shows the crossline section results at 6 km. Figure 16a

shows the original section, characterized by relatively broad events
due to a lack of high-frequency energy. Compared with the original
profile, both the spectral whitening technique in Figure 16b and our
method in Figure 16c show significant resolution improvements and
effectively restore valuable high-frequency information. However,
spectral whitening struggles to maintain spatial continuity and en-
ergy consistency, resulting in blurred and noisy events. In contrast,
our method significantly enhances lateral continuity, improving
spatial energy consistency. Even under noisy conditions, the net-
work maintains superior enhancement performance, demonstrating
its strong resilience to noise, as highlighted by the yellow boxes.
This enhancement is crucial for reliable horizon tracking and
detailed stratigraphic interpretations.
Further examination of two time slices at 2284 and 2504 ms in

Figures 17 and 18 emphasizes the superior resolution recovery
capabilities of our method. After processing, deep time slices show

a more pronounced improvement than with spectral whitening. As
delineated by the yellow rectangles, our method delineates geologic
structures well. It also reveals details that spectral whitening fails to
capture. This enhanced delineation accurately depicts spatial rela-
tionships between different strata with increased precision, making
geologic interfaces more discernible. We also compute a similarity
attribute map to support this further. As shown in Figure 19, our
method highlights more detailed spatial variations while preserving
the integrity of the original data, thereby enabling the identification
of subtle structural changes. Notably, our method yields a higher
S/N than the spectral whitening method, as indicated by the yellow
elliptical circles.
Figure 20 shows a comparative analysis of normalized multitrace

amplitude spectra. The dashed blue, solid red, and dotted green
lines represent the original LR data, the HR results from spectral
whitening, and our network. An amplitude spectrum analysis shows
that the proposed method and spectral whitening effectively en-
hance high-frequency components, achieving comparable band-
width extensions. They align closely with the original LR data,
preserving intrinsic features while improving resolution. Notably,
both approaches preserve the low-frequency range (0–15 Hz) with

Figure 14. Resolution comparison between shal-
low-layer and deep-layer seismic data. (a) Cross-
line section from real data at 6 km. The red box
highlights the shallow portion, which exhibits
relatively high resolution and serves as the net-
work input. In contrast, the blue box marks the
deep portion, demonstrating lower resolution
due to seismic wave attenuation, and is selected
as the training target for weakly supervised learn-
ing. (b) Normalized amplitude spectrum compari-
son between the shallow HR data (solid red) and
the deep LR data (dashed blue).

Figure 13. Normalized multitrace amplitude spectrum comparison
for synthetic data. Our method preserves low-frequency energy
more accurately than spectral whitening.
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high fidelity, maintaining the fundamental characteristics of original
seismic data. However, our method demonstrates superior align-
ment over the entire LR effective bandwidth, suggesting enhanced
preservation of midfrequency (15–35 Hz) details. In contrast, spec-
tral whitening diverges from the original spectra beyond 20 Hz.
It fails to follow the original frequency transitions around 35 Hz,
losing signal integrity in the midfrequency range. By keeping
low-frequency information while enhancing high frequencies, our
approach provides a more balanced and reliable results. Moreover,
our approach preserves data integrity and structural informa-
tion well.
To evaluate the preceding results quantitatively, we compare the

seismic data with well-logging data from the borehole marked by

the red circle in Figures 17a and 18a. We extract statistical wavelets
from nine nearby traces of each data set within a 2.0 to 2.3 s time
window, targeting the layer of interest. Figure 21 shows the syn-
thetic traces derived from well-log data alongside the closest seis-
mic traces to the borehole location. A close match between the
original seismic and synthetic data, shown in Figure 21a, demon-
strates a reliable well-log tie, further confirmed by a normalized
crosscorrelation of 0.65. Spectral whitening enhances resolution,
as shown in Figure 21b but achieves a crosscorrelation of only
0.51, indicating limited accuracy and some misalignment with
the well-log data. In contrast, our method in Figure 21c yields a
crosscorrelation of 0.61, showing a closer alignment. This quanti-
tative evidence, combined with qualitative enhancements, confirms
that our approach significantly improves seismic resolution.

Figure 15. Inline section results at 8 km. (a) Deep LR seismic data,
(b) the HR result obtained by spectral whitening, and (c) the HR
result obtained by the proposed method. The green boxes highlight
that our method significantly enhances the resolution of weak
events, demonstrating its robustness in revealing subtle geologic
formations.

Figure 16. Crossline section results at 6 km. (a) Deep LR seismic
data, (b) the HR result obtained by spectral whitening, and (c) the
HR result obtained by our method. The yellow boxes highlight that
our method significantly enhances the resolution under noisy con-
ditions, indicating its high resilience to noise.
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DISCUSSION

Resolution enhancement for mismatched structures

Our method has demonstrated effectiveness in enhancing the res-
olution of deep-layer seismic data for horizontal sedimentary for-
mations with strong robustness to noise. However, to further
assess its robustness, evaluating its performance on more complex
geologic structures is important. As shown in Figures 22 and 23, the
target layer, situated between 1.8 and 2.1 s, exhibits distinct features
that are not present in the shallow data. Consequently, directly se-
lecting nonoverlapping shallow-layer data as the learning target,
although improving resolution, would introduce fake geologic

patterns due to feature mismatch, thus limiting the reliability of
the results. Through trial and error tests, we discover that the input
data encompassing a portion of the learning target regions can en-
sure consistency and minimize the risk of introducing artificial pat-
terns. This overlapping training data set division yields satisfactory
outcomes, interpreted as data augmentation. As shown in Figures 24
and 25, the resolution within the 1.8–2.1 s interval is significantly
enhanced, recovering clearer events compared with spectral whiten-
ing. Furthermore, the geologic features below 2.1 s are preserved,
underscoring the reliability of our approach. Notably, while the re-
sults are only marginally superior to those obtained through spectral
whitening for sedimentary layers, they nonetheless demonstrate the

Figure 17. Time-slice results at 2284 ms. (a) Original LR seismic data, (b) the HR result obtained by spectral whitening, and (c) the HR result
obtained by our method. As delineated by the yellow rectangles, our method delineates clearer geologic structures than spectral whitening.

Figure 18. Time-slice results at 2504 ms. (a) Original LR seismic data, (b) the HR result obtained by spectral whitening, and (c) the HR result
obtained by the proposed method. As the yellow rectangles indicate, our method uncovers more nuanced geologic structures.
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potential of our method in tackling complex scenarios. In other
words, the underlying geologic processes that shape shallow and
deep subsurface structures share common characteristics, allowing
fundamental properties learned from shallow layers to be effectively
applied to deeper layers, even in complex structures. In future re-
search, we aim to leverage more advanced deep-learning tools to
address such intricate challenges with mismatched structures.

Perspectives on transfer learning for real data
applications

Transfer learning offers a promising approach to further improve
the performance of our method on real data. However, its practical
application requires careful simulation of synthetic data. The suc-
cess of transfer learning largely depends on the similarity between
synthetic and real data; if the synthetic data fails to capture essential
characteristics of actual geologic formations or seismic responses,
the model may not generalize well to real-world scenarios. There-
fore, reducing domain shift and creating synthetic data that accu-
rately reflects the diversity and complexity of real seismic
conditions, such as faults, stratigraphic variations, and intrusions,
is crucial for effective model transfer.

Figure 20. Comparison of field data results on normalized multi-
trace amplitude spectrum.

Figure 19. Similarity attribute map at 2284 ms. (a) Original data, (b) after resolution enhancement by spectral whitening, and (c) after res-
olution enhancement by our network. The yellow circles highlight areas where our method produces a higher S/N and reveals finer spatial
variations, demonstrating improved resolution and interpretability.

Figure 21. Seismic-well tie analysis with statisti-
cal wavelets from proximal traces. Each panel dis-
plays a statistical wavelet, synthetic traces, and the
extracted seismic traces near the borehole location
from (a) original seismic data, (b) results by spec-
tral whitening, and (c) results by our proposed
method.
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In addition, balancing the knowledge from the pretrained model
with the adaptation needed for field data can require significant re-
sources for fine-tuning, data augmentation, and model adjustment.
These requirements can make transfer learning costly and time in-
tensive, particularly for large-scale seismic data sets with high vari-
ability. Recently, pretrained foundation models (Sheng et al., 2023)
have shown promise in alleviating the need for extensive initial
training, which could be a valuable direction for future research.
Moreover, real seismic data always contain noise, artifacts, and

distortions not typically present in synthetic data sets. Models
trained on idealized, clean synthetic data may need help with these
real-world scenarios. Since replicating identical, realistic noise is
challenging, a practical and potentially lightweight strategy might
involve fine-tuning the model by artificially deforming shallow, HR
regions to match deep-layer data. This approach could help adapt
the model to geologic complexities inherent in real data without
additional training.

CONCLUSION

This study successfully demonstrates a new approach to enhancing
3D seismic data resolution through weakly supervised learning, cir-
cumventing the limitations posed by the absence of paired labels. We
leverage a CycleGAN architecture to bridge HR and LR data within
the same data set. The network successfully recovers high-frequency
information for deeper layer data by exploiting shallow data, surpass-
ing traditional spectral whitening in resolution improvement and
noise reduction. These advances are crucial for accurately identifying
subsurface structures and aiding oil exploration. The current scope of
our research focuses primarily on stratified sedimentary formations.
Future initiatives will extend this methodology to more complex geo-
logic structures and explore its application to prestack data to

Figure 24. Inline section results at 8 km. (a) The HR result obtained
by spectral whitening and (b) the HR result obtained by our method.
Our method recovers clearer events than spectral whitening, espe-
cially in the target layer highlighted by the green box. The yellow
boxes highlight areas where our method achieves enhanced resolu-
tion, allowing clearer differentiation between seismic sequences.

Figure 23. Resolution comparison for crossline sections at 4 km in
real data with structures. (a) Original shallow HR data and (b) origi-
nal deep LR data. The green box highlights the target layer.

Figure 22. Resolution comparison for inline sections at 8 km in real
data with structures. (a) Original shallow HR data and (b) original
deep LR data. The green box highlights the target layer.

Figure 25. Crossline section results at 4 km. (a) The HR result ob-
tained by spectral whitening and (b) the HR result obtained by our
method. Our method improves event continuity and resolution, es-
pecially within the target layer highlighted by the green box. The
yellow boxes highlight areas where our method achieves better S/N.
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improve resolution for tasks, such as amplitude variation with offset
inversion and prestack seismic migration.
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